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How can I relevantly answer the invitation 
from the SAMS’ medical librarians ?

Special greetings to Tamara Morcillo and Isabelle de Kaenel !

Genealogy…



3

Today’s agenda
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Count of bi-gram and tri-grams
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… to support my presentation !
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To support you
like TDM helped me today !

Objective of text and data mining
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● … medical librarians ?

● … research data and open science ?

[well covered by other speakers]

● … clinical knowledge ?

How text & data mining can support…
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● Empirical medicine  Observation & Cooking

● Evidence-based medicine  Statistical power

● Personalized health  Deciphering omics

History
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● Empirical medicine  Observation & Cooking 

[Mountains are made of stones]

● Evidence-based medicine  Statistical power

● Personalized health  Deciphering omics

● Access to EHR evidences (80% narratives)
• Overcome publication paywalls

• Fight silos [researchers, clinicians, institutions…]

• Empower patients

• Establish circle of trust and clarify legal basis

Blind spot 
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● Empirical medicine  Observation & Cooking

● Evidence-based medicine  Statistical power

● Personalized health  Deciphering omics

● Access to EHR evidences (80% narratives) !

Basis of clinical practice…

Evidence-based “holistic” 
(including phenotypes) 
personalized health !  
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● Empirical medicine  Observation & Cooking

● Evidence-based medicine  Statistical power

● Personalized health  Deciphering omics

● Access to EHR evidences (80% narratives) !

Basis of clinical practice…

Open Access, Open Science required !
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● … medical librarians ?

● … research data and open science ?

● … clinical knowledge ?

● … Text and Data Mining Licenses

● … Institutional archives

How text & data mining can support…
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● … medical librarians ?

● … research data and open science ?

● … clinical knowledge ?

● … Text and Data Mining Licenses

● … Institutional archives

How text & data mining can support…

Operate at national level
 SwissUniversities-AKOA
cf. SONAR (lead by RERO)

ORCID, growth of FT…
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● … medical librarians ?

● … research data and open science ?

● … clinical knowledge ?

Evidence-based medicine is dependent on (published / accessible) evidences !

How text & data mining can support…

FAIR
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● Findable – indexing strategies

● Accessible – archiving + access rights

● Interoperable – terminologies

● Re-usable – licensing models

F.A.I.R
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How librarian can improve 
compliance with FAIR principles ?
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The solution is…
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● Atomic research unit is no more the article  datasets

● Datasets are multimodal – text search is not sufficient !

• Sequences

• Texts

• Images

• Spreadsheets

• […]

● Datasets require semantically-rich meta-data  Curation

● Access must be monitored, de-identification is a myth !

Why not Google ?
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●To define standards

●To define terminology contents

●To define transcoding tables between 
terminologies

●To curate datasets (~indexing)

Librarians are needed
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●They are data science skills
• Onto-Terminology management *

• Semantic web technologies *

• Data management
• Databases, e.g. SQL… *

• Text processing pipelines, e.g.XML… *

• Search engines

• Data Analytics…

●They have some domain-specific expertise

Librarians are needed if…
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• How far should be go ?
• Search engines

• Text and Data Analytics…

 Specialization at MSc level (2018) ?

Data search & analytics
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● Dataset access  Learning to rank !

● Lifecycle Management of Dataset
• Primary Data Generation (DMP, SNF Oct 1st 2017)

• Expert-level curation

• Storage… archiving…

● Applications for decision-support in oncology

Overview
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● Search engine

● Automatic text categorizer (indexing)

● Question-answering, e.g. EAGLi

● Dataset search engines 
• Dataset categorization  Validation  Curation

• Query expansion for dataset search

From traditional search to dataset search
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● Data are stored locally (e.g. Research Libraries, Hospitals, SIB…)*

● Access policy is managed locally (ELSI, IRB…)*

● Meta-data are generated locally*

● Meta-data are exported and stored centrally (SIB, EBI, NIH, …)

● Search is currently possible only on meta-data but not sufficient 

● Compatibility with NIH repository (dbGap)  standards* 
• Structuring

• Transcoding [e.g. ICD-10 or ICD-O3  MeSH]

*: Research libraries 

EGA: European Genome-Phenome Archive
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1. Disease-based search across scales (phenotypes, MoA, Pathway, Proteins…)

2. Molecular-based search across organisms and scales

3. Molecular data/phenotype associations

4. Behavioural and environmental data 

Query types

1. Search for data on neural brain tissue in transgenic mice related to Huntington’s
disease

2. Search for gene expression datasets on photo transduction and regulation of
calcium in blind D. melanogaster

3. Find data of all types on the regulation of DNA repair related to the estrogen
signaling pathway in breast cancer patients across all databases

4. Search for protein aggregation and gene expression data regarding aging across
all databases

Example
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● Need for dataset retrieval engines/QA applied to datasets

• Text  PubMed

• Open data movement

• Production of data in public and private sectors

● Text search vs. dataset search

• Modality

• Heterogeneity

• Indexing

Background 
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● Query size

• Lack of context

• … but N terms ~ 5-10 !

● Query constraints

• QA  Type of dataset

● Dataset formalization and search benchmark

• Variety of formats

• Lack of extensive gold standard queries

Specifics
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● To accelerate development of search strategies for biomedical datasets

• Go beyond utilization of the metadata
• Assign meta-data automatically

• Search without meta-data

● To explore machine learning methods to enhance search

• Increase query context

• Constraint results to query context

Scientific objective
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Machine learning ranking pipeline

Pre-
Processing

Indexer Index

Query

Ranked
Result
Set

Dataset
Corpus

Word 
Embedding

Literature
Corpus

Word
2

Vec
Post-

Processin
g

(a) (b) (c)

Classific
ation 
Model

(1)

(2)

(3)

PubMed
Corpus

Ranking 
Model

Dataset
Classifier

a Pre-Processing Module
b Ranking Module
c Post-Processing Module

Corpora
[1,2,3] Databases

Online Input/Output
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Machine learning ranking pipeline

Query 
Expansioncancer

carcinoma

tumor

cancers

tumour

gliomaPre-Processing
Phase

Dataset 
Classificat

ion

gene expression dataset d2 (gen expr)

d1 (not gen expr)

d4 (gen expr)

d3 (not gen expr)

d5 (not gen expr)Post-Processing
Phase

Query

Query
Original

rank
Final 
rank

2 1

1 2

4 3

3 4

5 5

d1, d2, d3, d4, d5, …, dn-1, dn

Result set
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● Query expansion – like PubMed

● Dataset indexing – like MeSH indexing

Access to research data
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● Allow 360 search

● Use semantically-rich contents (Institutional Archives) to 
bridge data contents

● Provide interactive data curation mechanisms

Proposal
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● Derive a semantic algebraic model on top of textual features
• Derived from a Bag of Word representation (assume independence of words)

• Generative model to recover from (too strong) independence

• Distributed Bag of Word

• Skip-gram model
• Parametric model (must be tuned)

● Example: 

v(Paris + France)… v(London, UK)  Implicit representation of “capital city”

v(Paris + France) – v(Paris + Italy)  “Rome” 

Backgroung: Doc2Vec
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Skip-gram 
example

window = 2

Query expansion – Word embedding
W

o
rd

e
m

b
ed

d
in

g

*Mikolov et al., Efficient Estimation of Word Representations in Vector Space (2013)

Model parameters
• Window size (training sliding window)
• Vector size (embedding space dimension)

Input
• Medline
• Others: local collection, CT
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D
o

c
 e

m
b

ed
d

in
g

Distributed Memory 
(DM) 

Distributed BOW
(DBOW) 

Query expansion – Text embedding

*Le and Mikolov, Distributed Representations of Sentences and 
Documents  (2014)

Doc/Paragraph/Sentence provided 
as (part of) the word context
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Term Medline PMC bioCADDIE

expansion score expansion score expansion score

cancer

breast 0.889 carcinoma 0.674 carcinoma 0.737

cancers 0.855 tumor 0.616 cancers 0.720

prostate 0.801 cancers 0.585 adenocarcinoma 0.669

colorectal 0.794 tumour 0.583 malignancies 0.626

lymphoma 0.621 glioma 0.559 tumor 0.779

human

mouse 0.756 mammalian 0.582 bovine 0.553

mammalian 0.711 murine 0.441 porcine 0.542

also 0.661 rat 0.428 murine 0.526

humans 0.661 vertebrate 0.417 mouse 0.518

murine 0.656 preeclamptic 0.400 humans 0.486

repair

damage 0.794 repairthe 0.597 closure 0.515

excision 0.764 replication 0.570 metabolism 0.510

double-strand 0.727 ssbr 0.543 formation 0.509
nucleotide-
excision 0.723 repairing 0.540 grafting 0.504

damaged 0.717 damage 0.516 implantation 0.502

Query expansion – Examples



40

● A central hub for the collection of functional information on proteins, with 
accurate, consistent and rich annotation.

Dataset classification – UniProtKB

Source: http://www.uniprot.org/help/about

Annotations organized 
in topics in Entry view

Entry annotation based on a 
representative literature 
subset to provide a complete 
overview of available 
information about a protein

UniProtKB Entry
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● Corpus  100k abstracts (UniProt manually curated publications) 

● Training set  99k abstracts
• Validation set  5k abstracts

● Test set  1k abstracts

Dataset classification – Training

Train Test
Category PMID Category PMID

# % # %
Names 529 1 Names 9 1
Family & Domains 1595 2 Family & Domains 11 1
Miscellaneous 8152 8 PTM/processing 90 9
PTM/processing 8506 9 Miscellaneous 95 10
Structure 9580 10 Structure 100 10
Subcellular location 13754 14 Interaction 146 15
Interaction 14619 15 Subcellular location 148 15
Pathology & Biotech 15639 16 Pathology & Biotech 156 16
Expression 16456 16 Expression 162 16
Function 34753 35 Function 362 36
Sequences 55696 56 Sequences 570 57
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Dataset classification pipeline

Pre-
processin

g

Doc2Vec 
model

Classification 
result

Medline
Abstract/

PMC 
Full text

UniProt
topics

Document
classifier

Classific
ation 
model

Document 
embedding

Lorem ipsum dolor sit 
amet, consectetur
adipiscing elit. Nullam
a augue nunc. Aenean
iaculis arcu id mi mollis
malesuada ut id enim. 
Maecenas feugiat orci
a fringilla laoreet

1 0 1 0 0 1 0 0

0 1 1 1 0 1 0 1

0 1 1 0 1 0 0 1

1 0 0 1 0 1 1 0

1 0 0 0 1 1 0 0

0 0 1 1 1 1 1 1

f
input output

(2)
(1)

(2)
(1)

(2) on-line
(1) training

(2)

(1)
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Model Precision Recall F-score

Naïve Bayes 0.7474 0.6329 0.6618
Random forest 0.8032 0.6642 0.7015
kNN 0.7394 0.6830 0.7045
Logistic regression 0.8110 0.7191 0.7521
MLP 0.8292 0.7749 0.7980

Dataset classification – Precision

Baseline model: Naïve Bayes

● Expected list of UniProt categories associated with an abstract

Sequences
Function

Category

Classifier
input output

1326764
PMID





45

● bioCADDIE Corpus

• 800k datasets

● Query benchmarking

• Train: 6 queries; Test: 15 queries

Pipeline assessment – bioCADDIE 2016 Challenge

Repository Datasets Repository Datasets
# % # %

ClinicalTrials 192500 24.257% phenoDisco 429 0.054%
BioProject 155850 19.638% NursaDatasets 389 0.049%
PDB 113493 14.301% MPD 235 0.030%
GEO 105033 13.235% PeptideAtlas 76 0.010%
Dryad 67455 8.500% PhysioBank 70 0.009%
ArrayExpress 60881 7.672% CIA 63 0.008%
Dataverse 60303 7.599% CTN 46 0.006%
NeuroMorpho 34082 4.295% OpenfMRI 36 0.005%
Gemma 2285 0.288% CVRG 29 0.004%
ProteomeXchange 1716 0.216% YPED 21 0.003%
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• “Search for gene expression and genetic 
deletion data that mention CD69 in memory 
augmentation studies across all databases”

• “Find data of all types on the regulation of DNA 
repair related to the estrogen signaling pathway 
in breast cancer patients treated with clopidogrel
across all databases”

Complex queries !
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Dataset formalization – DATS 

<DOC>
<DOCNO>215676</DOCNO> <TITLE>VGlut-F-800286</TITLE> <REPOSITORY>neuromorpho_030116</REPOSITORY>
<METADATA>
{
"dataItem": {
"dataTypes": ["dataset", "organism", "anatomicalPart", "treatment", "cell", "studyGroup", "dimension", "dataRepository", "organization"]

},
"studyGroup": {
"name": "Control"

},
"anatomicalPart": {
"name": ["Left Antennal Lobe", "Not reported"]

},
"dataRepository": {
"abbreviation": "NeuroMorpho",
"homePage": "http://neuromorpho.org/",
"name": "NeuroMorpho.Org",
"ID": "SCR:002145"

},
"dataset": {
"downloadURL": "http://neuromorpho.org/neuron_info.jsp?neuron_name=VGlut-F-800286",
"note": "Cell types and Brain regions were assigned with a <a href=\"techDocFlyData.jsp?code=1\">heuristic process</a> based on available metadata. This dataset

was processed with a <a href=\"techDocFlyData.jsp?code=2\">streamlined automated variant</a> of the standardization procedure, additional details of which are
published <a href=\http://www.ncbi.nlm.nih.gov/pubmed/?term=25576225\ target=\"_blank\">here</a>. Digital reconstruction used a <a
href=\"http://www.ncbi.nlm.nih.gov/pubmed/?term=23028271\" target=\"_blank\">custom method</a> after image segmentation by Amira.",

"ID": "27187",
"title": "VGlut-F-800286"

},
"cell": {
"name": ["Principal cell", "Glutamatergic neuron", "day8 Born"]

},
"treatment": {
"title": "Green fluorescent protein (GFP)"

},
"organization": {
"abbreviation": "GMU",
"homePage": "http://www.gmu.edu/",
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Group infAP P@10 NDCG@10 I        nfNDCG P@10
(+partial)

SIBTextMin 0.3664 0.3467 0.6271 0.4258 0.7533
Elsevier 0.3283 0.4267 0.6861 0.4368 0.8267
UIUC GSIS 0.3228 0.2867 0.5569 0.4502 0.7133
OHSU 0.3193 0.3333 0.6122 0.4454 0.7600
UCSD 0.3169 0.3333 0.5877 0.5132 0.7600
Emory 0.2818 0.2667 0.5538 0.4241 0.7200
HiTSZ-ICRC 0.2576 0.2800 0.5472 0.3850 0.7000
BioMelb 0.2568 0.3333 0.6325 0.4017 0.7733
Mayo 0.1628 0.2600 0.5735 0.3933 0.7467
IAII_PUT 0.0876 0.1600 0.4265 0.3580 0.5333

Dataset retrieval – Best results

+partial  partial answers are relevant
-partial  partial answers are not relevant
partial answer  does not contain all key query concepts (but more than 50%)
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Stats infAP infNDCG P@10
(+partial)

NDCG@1
0

P@10 
(-partial)

UIR

SI
B 

Te
xt

M
in

in
g rank 1/10 5/10 5/10 3/10 2/10 2/10

score 0.3664 0.4258 0.7533 0.6271 0.3467 0.51

Al
l p

ar
tic

ip
an

ts median 0.2994 0.4250 0.7500 0.5806 0.3100 0.13

min 0.0876 0.3580 0.5333 0.4265 0.1600 -1.00

1st quartile 0.2570 0.3954 0.7150 0.5546 0.2700 -0.43

3rd quartile 0.3219 0.4433 0.7600 0.6234 0.3333 0.40

max 0.3664 0.5132 0.8267 0.6861 0.4267 0.82

Dataset retrieval – Relative results

UIR  Unanimous Improvement Ratio 
*Amigó et al., Combining evaluation metrics via the unanimous improvement ratio and its application to clustering tasks. (2011)
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● Retrieval performance for different collections
• word2vec training corpus

• Baseline results use no query expansion

Query expansion – Corpus comparison

Collection infAP infNDCG P@10
(+partial)

- (baseline) 0.3557 0.4235 0.7267

bioCADDIE 0.3545 0.4243 0.7178

PMC 0.3571 0.4216 0.7178

Medline 0.3704 0.4377 0.7511

Performance improvement 
• infAP: +4.1%
• infNDCG: +3.4%
• P@10: +3.4%

K parameter
• bioCADDIE: 20
• PMC: 22
• Medline: 25
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Classical search process

Query

Search Refined query

Concept 
extraction

Synonym 
expansion

Ranked 
results

Facets

NLP
Server

Terminology
Server

ElasticSearch
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Enhance expansion and classification

Query

Search Refined query

Concept 
extraction

Synonym 
expansion

Ranked 
results

Facets

NLP
Server

Terminology
Server

ElasticSearch

Query 
expansion

Expansion
Server

Classification
Server

Result 
Classification
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Query expansion service

query 
term(s)

Model 
training

Query 
expansion

Synonym 
expansion

Term
expansion 
service

Offline

k-ranked 
expanded 

terms

local 
dataset

Med
line

Online

Word2Vec
model

Pre-processing
NER, stopwords, stemming, tokenizer

Pr
e-

pr
oc

es
si

ng

E.g: MIP-2
E.g.:
0.88 CXCL2
0.66 MCP-1
0.65 CXCL1
0.62 IP-10
0.60 MIP-1 alpha 
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Query expansion service
goldorak.hesge.ch:8088/getebioserver
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Dataset classification service

dataset

Model 
training

Dataset
classifier

Synonym 
expansion

Dataset 
classification
service

Offline

dataset 
classes

Medline UniProt
topics

Online

Dataset 
classifier

model

Pre-processing
NER, stopwords, stemming, tokenizer

Pr
e-

pr
oc

es
si

ng

E.g.:
Lorem ipsum dolor sit 
amet, consectetur
adipiscing elit. 
Praesent a.

E.g.:
Expression 
Pathology & Biotech 
Sequences 
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Dataset classification service
goldorak.hesge.ch:8088/upclass
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● Doc2Vec improves categorization but no impact on search

Hypothesis: expert validation would be needed 

● Doc2Vec improves query expansion

● Dataset search is possible with ~75% precision

Conclusion
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● Embedded search into EGA
• Swiss EGA node for SPHN (BioMedIT)

• Cross-link with Swiss Hospitals Clinical Data Warehouses (SPHN)

● EGA / ELIXIR
• Central discovery tool

• Embedded meta-indexing with validation by dataset submitter

Future work
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● SIB Text Mining / HES-SO 

Emilie Pasche

Julien Gobeill

Luc Mottin

Arnaud Gaudinat

Romain Tanzer

Daniel Texeira

Pascale Gaudet (CALIPHO)

Aurore Britan (CALIPHO)

Amos Bairoch (CALIPHO)

Pierre-André Michel (CALIPHO)

● Novartis Institute for Biomedical 
Research

Fatma Oezdermir-Zaech

Pierre Parisot

Olivier Kreim

Therese Vachon

● EBI-EMBL

Thomas Keane

Jo McEntyre

Acknowledgements
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Thank you
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Triage by Ranking                                 
to Support the Curation of        

Protein Interactions
Patrick Ruch

SIB Text Mining
HES-SO / HEG Geneva and SIB Swiss Institute of Bioinformatics
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Three step-curation

Find

Curate

Share/
Save
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Objectives
● Improve triage to support annotation of two data types

• Protein Interactions

• Post-Translational Modifications 
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Methods

● Triage – Focus of the evaluation
1 Pre-annotate PPIs/PTMs descriptors in MEDLINE/PMC BioMed DB

2 Search protein in a relevance-driven search engine (BioMed)  Ranked list

3 Search protein + PTMs/PPIs specific keywords  Ranked list (neXtA5)

4 Query-independent ranking of content-rich PPIs/PTMs papers  Ranked list

5 Merge by linear combination to obtain a unique ranking

6 Select of PMIDs / PMC by curators

● Annotation - Under evaluation
6 Identify (and normalized) proteins and interactions

7 Select relevant protein-protein relationships

8 Save triples

[REST web services available]
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Protein Interactions
● Subset of 29 concepts instead of a full ontology from the Proteomics Standards 

Initiative
• bind, link, …

● Query refinement : “binds + interacts + associates”



67

Post-Translational Modifications

● 16 most frequent PTMs in literature
• phosphorylation, glycosylation, …

● Query Refinement : “phosphorylation”
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Results

P0 P100

PubMed - -

BioMed +34% +30%

neXtA5 +170% +101%

Query refinement +191% +66%

P0 P100

PubMed - -

BioMed +57% +19%

neXtA5 +180% +63%

Query refinement +261% +91%

Scores @ P0
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Functional architecture
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Online prototype http://casimir.hesge.ch/nextA5/
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Online prototype



72

Online prototype

Major change for Data 
stewardship                       

& Text Mining !

Evidences (training 
material) are captured…
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Conclusion

● Triage by pre-annotating literature is effective

• PPIs +191%

• PTMs +261%

• Diseases – Functions – Cell location: factor 2-30 !

● UX and productivity gain for triage currently evaluated

• Gain of time on the whole process ?

• Usability to improve UX
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● Personalized medicine in oncology

● Characterization of variants is labour-intensive

Context

Sequencing/Calling

Mutations are 
identified

Interpretation
Mutations are 

curated for 
pathogenicity     
 therapies

Patient

A patient is 
diagnosed with a 

cancer

Treatment

A personalized 
clinical report is 

generated
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● System to automatically rank SNVs and chemotherapies

● Based on occurrences in the biomedical literature

● Acceleration of the variant analysis process

Objective

Rank the variants of 
a given patient

Rank the variants of 
a given patient

Identify the 
potential treatments 

for a given variant

Identify the 
potential treatments 

for a given variant

Suggest literature to 
support 

recommendations

Suggest literature to 
support 

recommendations

Generate final 
report

Generate final 
report
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● Data

Patient 3 and patient 5 selected for tuning. 

Ranking of variants

Patient SNV 
total

CNV
total

Clinic.
relevant SNV

Clin. relevant 
CNV

1 4569 ~4789 3 14

2 88 ~1118 1 6

3 985 ~2028 1 6

4 44 0 14 0

5 20 0 14 0
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● Data

Large-scale learning to rank / selection problem

Patients #3 and #5 selected for tuning

Ranking of variants

Patient SNV 
total

CNV
total

Clinic.
relevant SNV

Clin. relevant 
CNV

1 4569 ~4789 3 14

2 88 ~1118 1 6

3 985 ~2028 1 6

4 44 - 14 -

5 20 - 14 -
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● Method

A. Preprocessing
• Non coding SNVs are removed from the list

• Reduction of SNVs by a factor 5

B. Query building
• Generation of several queries

• E.g. Disease + Gene + Variant ;  Gene + Variant …

C. Query expansion
• SNV generator, based on HVGS nomenclature and non 

standard formats and expressions encountered in literature

D. Ranking
• Based on number of publications found

Funnel

A

B   C

D

4569 
mutations

826
mutations

342
mutations

342 
ranked
mutations
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● Preliminary results

• Mean reciprocal rank: 81%

• Precision at rank 5: 62%

• Recall at rank 5: 58%

• +++ synonyms for variants 

• +++ full-text vs. abstract

• +++ up to 1000 publications per SNVs

• Benchmark is not “gold” 

 precision of the system is probably higher

Evaluation
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Graphical User Interface
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Graphical User Interface
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Graphical User Interface
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Graphical User Interface

e.g. Sorafenib
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Graphical User Interface
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Graphical User Interface
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Graphical User Interface
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● Extraction of chemotherapies
• Drug list + off-label (?)

● Scale-up evaluation and control negative

● Copy Number Variant (CNV)

● Scale patient population: CHUV, HUG, …

Next steps
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● Swiss Variant Interpretation Platform…

and maybe beyond Switzerland (cf. Beacon)

● Participant-level / Patient-level Data + sequences

[ELSI]

● Access-restricted evidence data (e.g. EGA)

 Trusted third party (SAMW) / Federated platform

Infrastructure is needed: BioMedIT + SPHN
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